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无限次重复社会困境博弈中的新策略和新方法
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摘      要  ：  �以囚徒困境为代表的社会困境问题一直是博弈论关注的焦点之一，其中的冷酷策略不允许纠错和试探的机会，从而导

致一旦一次失误就会永远不合作的结论。但另一方面，现实世界中的重复博弈存在广泛的合作现象，这就导致理论与

现实的不一致。本文首先将传统的冷酷策略加以改进，提出了一种新的策略，3- 触发策略；然后证明了双方都采用

3- 触发策略是无限次社会困境博弈的纳什均衡。本文尝试用新的策略和新的方法探讨无限次重复博弈现象中的合作演

化机制，以更好地解释现实中的重复博弈现象，探索社会困境问题的解决方法。
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Abstract  :  � Social dilemmas, epitomized by the Prisoner's Dilemma, have long been a focal point in game theory. 

The Cold Strategy, which prohibits error correction and trial-and-error opportunities, leads to a 

conclusion where a single misstep results in permanent non-cooperation. However, repeated games 

in the real world demonstrate widespread cooperative behavior, creating a discrepancy between 

theoretical predictions and practical outcomes. This paper first improves the traditional Cold Strategy 

by proposing a novel 3-trigger strategy. It then proves that both parties adopting this 3-trigger strategy 

constitutes a Nash equilibrium in infinite-repetition social dilemma games. By employing this innovative 

strategy and methodology, the study explores cooperative evolution mechanisms in infinite-repetition 

game scenarios, aiming to better explain real-world repeated game phenomena and develop solutions 

for social dilemma challenges.
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引言

博弈论的研究在经济学，社会学，计算机科学，生物学和物理学的领域里的探究起着非常重要的作用 [1]。本文的概念和术语主要来

自于文献 [2-6]。

以囚徒困境为代表的社会困境问题在人类经济和社会活动中普遍存在，这种困境反映了个体的最优行为与集体最优行为的不一致，

如何化解社会困境已成为整个社会科学关注的焦点。用博弈论的语言可将社会困境问题描述为：两人（或多人）形成的纳什均衡策略不

是集体最优的，至少存在一个帕累托改进，即通过合作，在原有的纳什均衡基础上增加所有人的收益 [10]。因此，社会困境问题向我们提

出了这样一个重要的科学问题：何种机制可以实现社会或经济系统中的合作红利？

在经济社会生活中大量存在重复博弈。重复博弈中有一个经典的演化策略是：开始试图合作，一旦一方选择了不合作，另一方随

即也以不合作进行报复并一直进行下去，在博弈论里面称之为冷酷策略。文章 [14] 研究了重复博弈中的另一种演化模式，轮换策略，文

章 [15-16] 对不同领域中的重复博弈进行了深入研究。

传统的冷酷策略不允许试探和纠错，因此不利于合作的达成，这与现实中广泛存在的合作现象不符。本文中，我们对传统的冷酷策

略进行改进，提出3- 触发策略，这种策略允许试探和纠错，从而有利于合作的达成。我们证明了双方都采用3- 触发策略是无限次囚徒

困境博弈的纳什均衡。本文尝试用新的策略和新的方法探讨重复博弈现象中的合作演化机制，以更好地解释现实中的重复博弈现象，探

索社会困境问题的解决方法。

作者简介：赵衍才（1969—），江苏无锡人，汉族，教授，博士，研究方向：运筹优化，博弈论。



Copyright © This Work is Licensed under A Commons Attribution-Non Commercial 4.0 International License. | 079

一、重复社会困境博弈

囚徒困境 (prisoners’ dilemma) 是博弈论中最著名的博弈论

模型之一，它是实际生活中许多现象的一个抽象概括，也因此被

许多文章所研究 [8-13]

囚徒困境讲的是两个嫌疑犯作案后被警察抓住，分别被关在

不同的屋子里接受审讯。每个人都有两种选择：揭发对方和保持

沉默。如果两人都揭发对方，则因都有罪各判刑8年，如果两人都

沉默，则因证据不足各判刑1年，如果其中一人揭发对方但对方沉

默，则因揭发有功抗拒从严，揭发的放出去，沉默的判刑10年。

囚徒困境的纳什均衡是 ( 揭发 , 揭发 )：即不论乙揭发还是沉

默，甲的最优策略都是揭发；同样，不论甲揭发还是沉默，乙的

最优策略也是揭发。囚徒困境反映了一个很深刻的问题，这就是

个人理性与集体理性的矛盾。如果两个人都沉默 , 各判刑1年，显

然比都揭发各判刑8年好。但这个帕累托最优却不能达到 , 因为任

何一方若单独改变策略将遭受更大的损失。

为了便于对以囚徒困境为代表的社会困境问题进行一般化的

分析，我们将具体的囚徒困境模型一般化为下面的社会困境模

型，其得益矩阵如表1。而且我们按照通常的做法，将其中的得益

值均设置为正数。

表1：社会困境模型

乙甲 合作 不合作

合作 1 1,k a k a 20,k a

不合作 2 ,0k a ,a a

在上述社会困境模型中，始终假设 0a > 且 2 1 1k k> > 。

读者不难发现，同囚徒困境一样，上述社会困境类型的单次

博弈的纳什均衡是 ( 不合作 , 不合作 )，即不论乙合作还是不合作，

甲的最优策略都是不合作；同样，不论甲合作还是不合作，乙的

最优策略也是不合作。

在考虑重复博弈各阶段得益时，我们考虑一个更为一般的情

况：重复博弈每个阶段的得益有时间上的先后之分，这在只有少

数几次重复而且每次重复间隔时间并不很长的情况下可能并不重

要，但如果重复次数很多，而且每次重复间隔时间又较长的有限

次重复博弈，或者是无限次重复博弈，得益的时间先后就不能不

考虑 [19]。解决这一点的流行方法是将后一阶段的得益乘以某个贴

现系数 ( )0 1δ δ< < ，折算成当前阶段的得益 ( 现值 ) [5,17]。有了贴

现系数δ ，若一个 T 次重复博弈的某博弈方在某博弈路径各阶段

得益分别为 1 2, , , Tπ π π ，则该博弈方的总得益的现值为 :

2 1 1
1 2 3

1

T
T t

T t
t

π π δπ δ π δ π δ π− −

=

= + + + + =∑

在 一 个 无 限 次 重 复 博 弈 中， 设 某 博 弈 方 各 阶 段 得 益 为

1 2, ,π π ，则该博弈方总得益的现值就是：
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重复博弈理论的最大贡献是对人们之间的合作行为提供了理

性解释：在囚徒困境中，一次博弈的唯一纳什均衡是不合作即

（不合作，不合作），但如果博弈多次重复，合作就可能出现 [20]。

二、冷酷策略下的重复社会困境博弈

对于在无限次重复博弈中博弈方所采用的策略，目前最流行

的是冷酷策略：即首先试探合作，一旦发觉对方不合作则以一直

不合作相报复的策略。冷酷策略是重复博弈中实现合作和提高均

衡效率的关键机制，是重复博弈分析的重要构件之一 [17]。对于有

限次重复囚徒困境博弈，目前所用的是逆推归纳法。关于囚徒困

境和重复博弈的更多研究见文献 [7-11]。下面的几个定理来自于文

献 [4-5]。

定理 A 单次囚徒困境博弈中，（揭发，揭发）是其唯一的纳

什均衡。

定理 B 囚徒困境博弈无限次，双方都采取冷酷策略是一个纳

什均衡，且一直（揭发，揭发）是其纳什均衡结果。

对于无限次囚徒困境博弈，据作者所知，现有的文献或者是

没有提及贴现因子δ （实际上是 1δ = ），或者虽有提及但是只研

究了当 1/ 8δ > 的情况。下面我们对 1/ 8δ > 时的纳什均衡增加一

种策略组合，并对 1/ 8δ < 的情况也进行研究，下面的定理可看做

是对现有定理 B 的一个补充完善，从而形成对无限次囚徒困境博

弈纳什均衡的一个更为完整的表述。

定理3.1（1）当 1/ 8δ > 时，双方都采取冷酷策略是无限次囚

徒困境博弈的一个纳什均衡，且一直（不合作，不合作）是一个

纳什均衡结果；（2）当 1/ 8δ < 时，双方一直互相揭发是无限次

囚徒困境博弈的一个纳什均衡，双方都采取冷酷策略不是无限次

囚徒困境博弈的一个纳什均衡。

证明。（1）是已有定理 B 的结论，故下面证明（2）。

（2）中所述当 1/ 8δ < 时双方都采取冷酷策略不是无限次囚

徒困境博弈的一个纳什均衡，我们对其进行证明的方法是，可以

先假设甲方已经采用了冷酷策略，然后证明当 1/ 8δ > 时，同样采

用冷酷策略也是乙方的最优策略，但当 1/ 8δ < 时，采用冷酷策略

不是乙方的最优策略。

设甲方选择冷酷策略，即一直采用沉默，直到乙方采用了揭

发，则甲以一直揭发进行报复。我们来分析乙方的最优选择。

设乙在第 ( )1k k ≥ 个阶段首次选择了揭发，则乙在第 k 个阶

段得到的收益是0而不是 1− ，这样对他似乎有利，但他的这个机

会主义行为将触发甲的此后永远揭发的惩罚，从而自己也只能在

此后的阶段一直采用揭发 [18]。因此乙从第 1k + 个阶段以后的收益

都是 8− ，其总收益为

( ) ( )2 11 1 1 0 8k k kkπ δ δ δ δ− −= − + − + + − + + − + 

( ) ( )
0 2
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将上式对 k 求导数，有

( )
1

' 8
1

k kln lnk δ δ δ δπ
δ

−− +
= −

−

   
( )1 1 8
1

k lnδ δ δ
δ

− −
=

−

若 1/ 8δ > ，则 ( ) 0kπ ′ > ，函数 ( )kπ 为增函数，则当 k →∞，即

乙永远选择沉默时， ( )kπ 最大。这说明，当 1/ 8δ > 时，只要甲采

用触发策略，乙的最优策略也是触发策略。同理，只要乙采用触

发策略，则甲的最优策略也是触发策略。双方都采用触发策略构

成一个纳什均衡。

若 1/ 8δ < ，则 ( ) 0kπ ′ < ，函数 ( )kπ 为减函数，则当 1k = ，即

乙方永远选择揭发时， ( )kπ 最大。这说明，当 1/ 8δ < 时，虽然甲

方采用冷酷策略，但乙方的最优策略不是冷酷策略，而是一直揭

发。同理，假定乙方采用冷酷策略，但甲方的最优策略不是冷酷

策略，而是一直揭发。这说明当 1/ 8δ < 时双方都采用冷酷策略不

构成纳什均衡，一直互相揭发是其纳什均衡。

三、3- 触发策略下的社会困境博弈

首先，我们将传统的冷酷策略看作是1- 触发策略，进而提出

一种新的策略，3- 触发策略；然后证明双方都采用3- 触发策略

是无限次社会困境博弈的纳什均衡；最后对于有限次社会困境博

弈，我们引入冷酷策略，从总收益的角度用逆推的方法证明了有

限次社会困境博弈的一个均衡状态，这个均衡状态中出现了更多

的相互合作。本文尝试用新的策略和新的方法探讨重复博弈现象

中的合作演化机制，以更好地解释现实中的重复博弈现象，探索

社会困境问题的解决方法。

定义 3- 触发策略。一开始双方都采取合作的态度，即（合

作，合作），直到一方率先选择了不合作，即出现了（不合作，

合作）或（合作，不合作）或（不合作，不合作），不妨以（不

合作，合作）的情形为例。则在第二阶段，选择不合作的甲方将

被乙方所原谅，乙方将甲方的这次不合作暂时理解为一次失误，

此时的局面是（X，合作），其中 X 可能是合作，也可能是不合

作。第三阶段及后续，如果 X 是合作，则说明甲纠正了失误，则

乙在第三阶段继续选择合作，但在后续阶段一旦甲再次出现不合

作，则触发乙以一直不合作作为惩罚；如果 X 是不合作，则这次

是甲的第二次不合作，乙认为甲是故意不合作，触发乙在第三阶

段及后续以一直不合作作为惩罚。同理，在第四阶段及后续，甲

方也类似地原谅乙方一次。对于其它两种情形，可类似给出3- 触

发策略的定义。

显然，3- 触发策略有利于达成合作，这也是“最大诚意”原

则的一个落实和体现。

下面论述3- 触发策略在无限次社会困境博弈中的应用。我们

首先给出3- 触发策略下无限次社会困境博弈的纳什均衡如下。

定理4.1对于无限次社会困境博弈，在双方都恰好存在一次随

机的失误（即不合作）的情况下，双方都采取3- 触发策略是无限

次囚徒困境博弈的一个纳什均衡，且纳什均衡结果具有下面的三

种形式之一。

序列1:（合作，合作）┅（合作，不合作）（合作，合作）┅

（不合作，合作）（合作，合作）┅；

序列2:（合作，合作）┅（不合作，合作）（合作，合作）┅

（合作，不合作）（合作，合作）┅；

序列3:（合作，合作）┅（合作，合作）（不合作，不合作）

（合作，合作）┅。

证明。我们以序列1为例进行证明。证明双方都采取3- 触发

策略是纳什均衡的方法是，先假设甲方已经采用了3- 触发策略，

然后证明，采用3- 触发策略是乙方的最优反应。

首先可以断定，乙方不会故意选择不合作，因为否则，这次

故意不合作加上因随机失误一次导致的不合作，乙方就会有两次

不合作，而这会导致甲方的一直报复。在甲方一直报复的情况

下，乙方也只能一直选择不合作。而这样的情况下乙方的总收益

显然小于序列1下乙方的总收益，故乙方不会故意选择不合作，从

而在未出现失误的情况下，双方会一直合作。

当序列1中乙方因失误出现不合作时，即（合作，不合作）

时，由于甲方已采取了3- 触发策略，故乙清楚，在下个阶段甲的

决策是选择合作原谅乙方，则乙的最优反应必定是合作，因为否

则，会触发甲的一直报复，从而导致乙的总收益减少。乙的这个

最优反应与3- 触发策略一致。

当序列1中后续阶段甲第一次出现不合作，即（不合作，合

作）时，按照假设条件，这是甲的唯一一次失误。根据甲的3-

触发策略，甲接下来肯定要选择合作以纠正失误，乙也清楚这一

点，那么乙的最优反应也必定是合作，因为否则，乙前面已经有

一次不合作，这次的不合作会触发甲的一直报复，从而导致乙的

总收益减少。乙的这个最优反应与3- 触发策略也是一致的。

总之，这意味着乙的最优策略也是3- 触发策略，从而双方都

采用3- 触发策略是整个博弈的纳什均衡。同理可以证明在序列2

和序列3的情形下，双方都采用3- 触发策略也是整个博弈的纳什

均衡。

事实上，在双方都不会出现失误的情况下，即理想状态下，

双方都采取3- 触发策略也是无限次囚徒困境博弈的一个纳什

均衡。

定理4.2对于无限次社会困境博弈，在双方都不存在失误的情

况下，双方都采取3- 触发策略是整个博弈的纳什均衡，且均衡结

果为双方一直合作。

证明。我们首先断言，在双方都不会失误的情况下，按照3-

触发策略，尽管每个人都有一次被原谅的机会，但都不会选择故

意的不合作，因为否则，假如甲首先选择了一次故意的不合作，

乙会原谅甲的这次不合作，但在后面的阶段，乙肯定也要选择一

次故意的不合作，当然甲也会原谅乙的这次不合作，但是，这样

对应的序列中，双方的总得益显然小于双方一直合作的总得益，

故双方都不会选择故意的不合作。

其它的证明类似于定理4.1。
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对比传统的冷酷策略，3- 触发策略有以下改进：

（1）3- 触发策略比冷酷策略更易达成合作。虽然定理 B 中

的无限次囚徒困境博弈的纳什均衡状态也是合作，但那是理想状

态下，因为它没有纠错和试探机制。事实上，现实中的很多不合

作或互相伤害现象就是因为互相不给对方纠错和试探的机会而造

成的。

（2）3- 触发策略是一个较为合理的“亮剑”模式。亮剑是

必须的，但仓促的亮剑效果也不好。3- 触发策略允许“试探”

的过程，但又不能让试探一直进行下去，若对方多次不合作后仍

不采取惩罚措施，就没有威慑，那对手就可能会选择更多的不合

作，从而导致自身利益不断受损。只有让对手意识到触发机制的

存在，才能促成合作局面。3- 触发策略也正应了 “事不过三”。
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