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基于多模型的胎儿染色体异常判定的探究
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摘      要  ：  �本研究针对女胎染色体异常判定中模型易受性别因素干扰、泛化性能不足的问题，构建多模型分析框架。首先对比

LDA、QDA、GNB模型的决策边界判定效果。然后分析DNN、改进型MLP 及融合注意力机制的Att-MLP 模型的阈

值判定结果。最后创新性引入神经网络迁移学习方法，将非线性注意力机制与迁移学习结合。研究表明，LDA与 Att-

MLP 模型准确率均超90%，且 Att-MLP 模型特异度达97.25%，有效避免了误判问题。迁移学习虽效果有限，但验

证了性别间异常特征的可迁移潜力，为后续研究提供了方向。
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Abstract  :   �This study addresses the issues of gender factor interference and insufficient generalization 

performance in the determination of chromosomal abnormalities in female fetuses by constructing a 

multi-model analysis framework. Firstly, the decision boundary determination effects of LDA, QDA, 

and GNB models are compared. Then, the threshold determination results of DNN, improved MLP, and 

the attention mechanism integrated Att-MLP model are analyzed. Finally, the neural network transfer 

learning method is innovatively introduced, combining the nonlinear attention mechanism with transfer 

learning. The research shows that the accuracy rates of both LDA and Att-MLP models exceed 90%, 

and the specificity of the Att-MLP model reaches 97.25%, effectively avoiding misjudgment problems. 

Although the effect of transfer learning is limited, it verifies the transfer potential of abnormal features 

between genders, providing a direction for subsequent research.
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引言

目前，无创产前检测（NIPT）已广泛应用于胎儿染色体异常早期筛选方面 [1-3]。然而，女胎染色体异常的判定因异常样本稀缺、特

征维度与男胎存在显著差异等原因，仍面临数据不足、判定精度欠佳等问题。传统统计方法常依赖线性假设，难以捕捉女胎样本中相关

指标间复杂的非线性特征关系。近年来，机器学习技术在医学领域展现出强大潜力 [4]，注意力机制的融合使模型能够聚焦关键特征。然

而，将线性判别分析与迁移学习结合的研究尚不多见 [5]，且女胎异常判定问题缺乏系统性方法探究。

为此，本文针对女胎异常样本稀缺的痛点，通过多模型比较、融合注意力机制的新模型构建、迁移学习探索及提出“初筛 + 复核”

分级决策策略，为女胎异常判定提供一种高精度、高稳健性的方法，并尝试突破女胎数据稀缺对检测性能的制约问题。
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一、相关研究

以往关于女胎染色体异常的判定研究，多集中于判定模型的

开发，强调了染色体异常判定对影响染色体疾病的筛查与早期诊

断的重要性。早期研究通过传统线性判别模型进行判定，但该模

型往往难以捕捉多维数据之间存在的复杂非线性关系。

线性判别分析模型与神经网络迁移学习的结合是一项重要突

破，可充分发挥线性判别分析模型的强可解释性与神经网络捕捉

复杂特征的能力，通过跨性别数据的迁移学习方法，有效弥补女

胎数据较少、样本特征学习不充分等不足，从而提高预测精度。

二、数据预处理

本研究的实证基础是2025年全国大学生数学建模竞赛公开

数据集。该数据集包含的男女胎数据样本均有27个不同的特征属

性，本文系统地进行了数据预处理工作。

缺失值处理：孕妇 BMI 有缺失情况，通过身高与体重补全缺

失的 BMI 数值。

异常值处理：为防止测试质量出现问题，删除 GC 含量远低于

40% 的数据。

数据增强采用“基于噪声添加的自定义数据增强 +Rando-

mOverSampler 过采样处理 + 样本权重调整”的组合策略：少数

类增强倍数设为1，过采样处理增加少数类样本数量，初步平衡类

别分布；自动平衡样本权重强化模型对异常类样本的关注。

数据划分采用模型差异化策略：传统判别模型按8:2比例随机

分层划分训练集与测试集。神经网络相关模型按7:2:1比例随机分

层划分训练集、测试集与验证集。

三、建模与求解

（一）传统判别模型

本文通过比较线性判别分析、二次判别分析、高斯朴素贝叶

斯三种模型的性能指标（如表1）[6]，发现 LDA 模型表现更优，选

择该模型作为后续分析的基准模型。

表1：不同模型对比表

模型 交叉验证平均得分 测试集准确率

线性判别分析（LDA） 0.9120 0.9091

二次判别分析（QDA） 0.9021 0.8843

高斯朴素贝叶斯（GNB） 0.8821 0.8926

由表2可知，LDA 模型训练集和测试集的准确率差距极小，

均在0.9以上， 说明模型泛化能力稳定， 且训练集和测试集的

AUC 值均高于0.8，说明模型分类效果好。

表2：线性判别分析评估指标

评估指标 训练集 测试集

准确率 0.9170 0.9091

精确率 0.7895 0.8333

F1分数 0.4286 0.4762

AUC-ROC 0.8113 0.8277

为验证模型的正确性，图1和图2分别从可视化和量化角度展

示了 LDA 模型的判定表现。由图1、图2可知模型预测准确率为

0.9154，特异度为532/537=99.07%，说明模型整体预测效果较好。

图1：女胎数据预测结果可视化

图2：女胎数据预测结果的混淆矩阵热图

（二）神经网络模型

针对染色体异常的判定问题，本文还建立了神经网络模型，

分别为全连接神经网络模型、针对性改进多层感知机与融合注意

力机制的针对性改进多层感知机。

图3：三种神经网络模型结构对比图

1. 全连接神经网络（DNN）模型

采用 Sequential 线性堆叠结构，包含输入层、2个全连接层

（均使用 ReLU 激活函数）、1个 Dropout 层与输出层。该模型结

合 L2正则化抑制权重过大、Droupout 层随机失活20% 节点避免

过拟合。DNN 模型阈值为0.3680。

表3：全连接神经网络（DNN）模型评估指标

准确率 灵敏度 特异度 F1分数

DNN 模型 0.9007 0.6250 0.9817 0.7407
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2. 针对性改进多层感知机（MLP）

针对 DNN 模型的不足，MLP 模型采用 Sequential 顺序结构，

包含输入层、3个全连接层、1个 Dropout 层与输出层。全连接层

激活函数由 ReLU 替换为 GeLu，以解决 ReLU 激活函数的“神经

元死亡”问题与“梯度消失”风险。MLP 模型阈值为0.3911。

表4：针对性改进多层感知机（MLP）评估指标

准确率 灵敏度 特异度 F1分数

MLP 模型 0.9078 0.6562 0.9817 0.7636

3. 融合注意力机制的针对性改进多层感知机（Att-MLP）

注意力机制源于生物视觉系统，在视觉上减少对冗余信息的

关注，以聚焦更多的关键信息。通过分配特征权重将关键数据分

配更多的权重，以获取更多有效信息 [7]。

针对 MLP 模型的不足，Att-MLP 模型采用“全连接层 + 残

差式注意力”的组合架构，包含输入层、3个全连接层、2个残差

注意力层、2个 Dropout 层与输出层。

该模型核心点在于双层注意力机制。att1、att2分别作用于浅

层原始特征与深层抽象特征。“特征重要性评估 + 残差特征增强”

的残差式设计，模拟了临床医生先关注核心病理指标、后综合多

指标异常关联规律的诊断逻辑，提升了对染色体异常判定的准确

性与临床适配性。Att-MLP 模型阈值为0.3478。

表5：融合注意力机制的针对性改进多层感知机（Att-MLP）评估指标

准确率 灵敏度 特异度 F1分数

Att-MLP 模型 0.9128 0.7500 0.9725 0.8219

表6：Att-MLP 特征权重分配表

指标 特征权重

13号染色体的 Z 值 0.0162

18号染色体的 Z 值 0.0176

21号染色体的 Z 值 0.0176

X 染色体的 Z 值 0.0213

…… ……

13号染色体的 GC 含量 0.0166

18号染色体的 GC 含量 0.0236

21号染色体的 GC 含量 0.0182

X 染色体浓度 0.0220

对比三大模型评估指标结果（表3、表4、表5），DNN 模型

识别异常样本能力较弱；MLP 模型较 DNN 模型能更有效地捕捉

异常特征，灵敏度有所提高；Att-MLP 模型引入注意力机制，使

模型自动聚焦关键特征，灵敏度显著高于 DNN、MLP 模型。

其中，Att-MLP 模型的准确率达0.9128，特异度为0.9725，

表明该模型在识别正常样本方面具有高可靠性，可有效减少怀正

常胎儿的孕妇的检查流程。且该模型为多个关键特征赋予了合理

权重，既体现了模型权重的分配符合医学中重点关注的染色体非

整倍体类型，又验证了模型构建的科学性与合理性。

（三）神经网络模型的迁移学习方法

目前，我们已经构建了 LDA、Att-MLP 两大模型，均展现出

优异的分类效能，考虑到“染色体非整倍体”的异常特征可能存

在“跨性别共性”，且女胎数据少，本文提出采用迁移学习方法，

即利用男胎异常判定知识提升女胎异常判定性能的方法。

为验证“跨性别共性”的合理性与“迁移学习方法”的可

行性，本文将 LDA 模型运用在男胎数据上，将预测值与实际值

进行比较，同样从可视化和量化角度展示了 LDA 模型的判定表

现。由图4、图5可知，该模型预测准确率为0.9122，特异度为

948/956=99.16%， 说明 LDA 模型在男胎数据上预测效果同样

较好。

结果表明“跨性别共性”具有一定的合理性，所以选择使用

结合了双模型优势的神经网络迁移学习方法。迁移学习精简了上

述 Att-MLP 模型，通过对模型结构的优化来提高模型的泛化能力

和运行效率，从而更适合处理目标数据少的小样本二分类。

图4：男胎数据预测结果

图5：男胎数据预测结果的混淆矩阵热图

本文设计先利用男胎数据训练模型。

表7：迁移学习特征权重分配表

指标 特征权重

13号染色体的 Z 值 0.0416

18号染色体的 Z 值 0.0418

21号染色体的 Z 值 0.0307

X 染色体的 Z 值 0.0226

…… ……

13号染色体的 GC 含量 0.0259

18号染色体的 GC 含量 0.0264

21号染色体的 GC 含量 0.0380

X 染色体浓度 0.0278

图6：染色体异常检测模型训练损失与准确率曲线
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表7中，该模型对核心染色体（13号、18号、21号）的 Z 值

等与染色体异常密切相关的特征赋予较高权重，符合医疗逻辑。

图6是模型在训练阶段的监控指标，用于评估模型在男胎数据上的

学习效果。模型在整个训练过程中表现出良好的收敛特性。且验

证集曲线始终与训练集保持相似趋势，表明模型学习过程稳定，

泛化能力可靠。

综上所述，基于男胎数据进行训练的迁移学习确实学到了染

色体异常的核心特征等可复用的有效知识。本研究针对迁移学习

模型的核心参数进行了针对性微调后 [8] 再将该模型运用于女胎数

据实现异常判定，以提升预训练模型在女胎数据上的适应性。

由图7可直观看出模型预测特异度为339/537=63.13%，灵敏

度为56.06%，漏诊率较高，风险较大。对比 LDA 模型，迁移学

习准确率也较低，仅62.35%。

图7：迁移学习女胎数据预测结果的混淆矩阵

针对该问题，本文尝试通过优化迁移策略提升模型性能，采

用渐进式两阶段迁移学习策略，第一阶段冻结特征提取器，仅对

分类器层进行重新训练，第二阶段解冻特征提取器，实现目标域

特征的适配。结果表明，模型准确率提升至71.48%，特异度达

77.65%，但灵敏度下降至21.21%，存在显著类别偏置性。核心问

题与具体改进方向为：

数据分布差异：男胎与女胎的染色体特征仍存在本质差异，

迁移学习模型未能完全适配女胎数据特性。可引入领域自适应网

络，通过对抗训练 [9] 实现特征空间分布对齐，增强模型跨性别泛

化能力。

迁移学习策略不足：未对模型进行完善的训练结构优化与参

数微调，导致模型在小数据集场景下收敛速度慢。可采用渐进式

分层微调策略，通过分层解冻参数，使模型学习到目标域的特异

性特征。

样本类别不平衡：女胎数据中异常样本仅占10.95%，类别失

衡问题突出，导致模型无法聚焦于异常样本的特征提取。可采用

生成对抗网络，使用生成合理的异常样本，再通过判别器区分真

实数据与生成数据。

四、结论与讨论

本文通过多模型探究，发现 LDA、Att-MLP 模型体现了模型

特性的差异，McNemar 检验 p 值为0.0023，远小于显著性水平

α=0.05，说明两模型间的性能差异显著。

表8：LDA 与 Att-MLP 模型性能与统计检验结果

模型 准确率 灵敏度 特异度 检验统计量 p 值

LDA 0.9154 0.3030 0.9907
9.3333 0.0023

Att-MLP 0.9128 0.7500 0.9725

数据显示，LDA 模型特异度高、可解释性强，适用于高特异

度需求、误判容忍度低的临床初筛场景；Att-MLP 模型灵敏度与

综合性能更优，适用于高灵敏度需求的复核场景。针对构建胎儿

异常判定的临床辅助系统，本文提出“初筛 + 复核”的分级决策

策略：通过 LDA 模型快速扫描样本实现初筛，再通过 Att-MLP

模型处理可疑样本。该策略需应对计算复杂度相对较高、难以快

速获得临床医生的信任与采纳等核心问题。

因此，我们提出以下建议：在模型架构方面，可引入轻量型

Transformer 变体 [10]，降低临床设备的算力需求。在数据增强方

面，可采用 SMOTE-ENN 混合采样法，实现合成样本的生成、

噪声和冗余样本的剔除，以平衡类别分布。在验证体系拓展方

面，可收集不同医院数据，验证“初筛 + 复核”策略的稳定性与

模型的适配性。

为应对女胎数据稀缺所带来的建模挑战，本研究首次将非线

性注意力机制与迁移学习结合，未来应持续探索迁移学习等跨性

别共性挖掘方法。
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