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Research and Application of Intelligent Generation Technology for Freight
Vehicle Marshalling List
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Abstract : As akey support of the national economy, the intelligence level of railway freight directly affects logistics
efficiency and safety. Currently, most railway freight stations and dedicated lines still rely on manual
recording of train numbers and manual generation of marshalling lists, which have problems such as low
efficiency, easy errors, and high renovation costs, making it difficult to adapt to the increasing demand
for freight volume. In response to this pain point, this study develops a low—cost and highly adaptable
intelligent generation technology for freight vehicle grouping lists. Through the innovation of the entire
process of "image acquisition preprocessing character recognition system integration”, a technology
system based on embedded machine vision and deep learning is constructed. Research has broken
through the three core technologies of precise processing of vehicle number characters in complex
scenarios, lightweight multimodal recognition models, and low—cost system integration. A 60 day on—
site test was conducted on three typical dedicated lines of Jinan Bureau, and the results showed that
the accuracy of vehicle number recognition reached 99.2%, the recognition time of a single vehicle was
450ms, the cost of single line renovation was < 100000 yuan (only 4.55% of traditional RFID solutions),
and the efficiency of single shift review was improved by 279%. This technology can achieve automated
generation of freight train grouping lists, providing key support for the intelligent transformation of railway
freight transportation, and has significant economic and management benefits.

Keywords : railway freight transportation; vehicle grouping list; vehicle number recognition; embedded
machine vision; deep learning; multimodal fusion
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